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Morality is neither to be found in the objects themselves, 
nor in autonomous subjects. It only comes in relations 
between subjects and objects, where objects have moral si-
gnificance and subjects are engaged in mediated relations 
with the world

(Verbeek 2014, p. 87).

1. Some preliminary remarks1. Some preliminary remarks

In recent years there has been an exponential growth in the use of 
machines equipped with artificial intelligence: from the progressive 
automation of vehicles to the increasingly widespread use of robotics 
in the medical-healthcare field, to the voice assistants with which our 
personal devices are designed, these technologies are bringing radical 
change to our lifestyles. While there is no doubt that these innovations 
are beneficial to our lives, the pervasiveness of these technologies must 
not be underestimated and raises increasingly urgent ethical and legal 
issues. For these reasons, the spread of intelligent systems into the most 
disparate areas of our lives renders necessary, alongside a re-modelling 
of our habits, a radical process of re-semantisation of some notions 
traditionally ascribed to human beings, such as those of intentionality 
and responsibility (see Doorn & van de Poel 2012). This paper ad-
dresses the process of redefining these notions in order to examine the 
increasingly close relationship between humans and AI. To this end, we 
propose to apply in the specific field of artificial intelligence the idea 
of composite intentionality developed by P.P. Verbeek, with the aim 
to clarify hybrid forms of a) intentionality and b) responsibility, and 
take positive steps towards an extended agency theory (see, for example, 
Hanson 2009; Gunkel 2020).
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2. Verbeek and the moralisation of technologies 2. Verbeek and the moralisation of technologies 

A large part of Verbeek’s efforts (Kroes & Verbeek 2014; Verbeek 
2011; 2005a) is aimed at accounting for the mediating role played by 
technologies in our habits and then ascribing to them a clear moral sig-
nificance. Distancing himself from both the reflections on technology of 
Heidegger in his later period and Jaspers (see Verbeek 2005a), as well as 
from any purely instrumental or alienating view of technology, Verbeek 
elaborates, in an original way, upon many of the fruitful insights found 
in Latour (see, e.g., Latour 1993; 1994; 2002) and Ihde (see, e.g., 1979; 
1990; 1993) in order to highlight the mediation function that technolo-
gies perform in our everyday lives. 

In fact, Verbeek credits Latour with not reducing technologies to the 
product of networks of social interactions, as is the case with the social 
constructivist conception of technology, and rather with highlighting 
the ways in which “technologies themselves coshape the interactions” 
(Verbeek 2005a, p. 103), that is, their active role. Despite this merit, 
Latour’s approach, according to Verbeek, fails to adequately bring to the 
foreground the ways in which technology “coshapes the access human 
beings have to reality” (Verbeek 2005a, p. 104). In other words, Latour, 
from an outside perspective1, reduces the connections between enti-
ties to the mere terms of associations (Verbeek 2005a, p. 165), whereas 
Ihde’s postphenomenological approach offers a more nuanced look at 
these connections, analysing them in terms of experience and behaviour, 
based on an internal point of view. However, this difference in view-
points does not lead, according to Verbeek, to a conflict between the 
two perspectives; rather, they are compatible: both aim, though in dif-
ferent ways, to overcome the subject-object dichotomy. This conviction 
is the starting point for Verbeek’s attempt at “forging from these two 
approaches a fruitful way to analyze technological mediation” (Verbeek 
2005a, p. 168) through a translation of Latour’s vocabulary in a post-
phenomenological perspective.

More precisely, by virtue of this admixture of the two perspectives, eth-
ics has the task of extending its field of inquiry beyond the human sphere, 
overcoming the modernist subject-object dichotomy in the direction of 
an “amodern” worldview, inaugurated first by Latour. In fact, Verbeek, 

1 Verbeek defines the perspective taken by Latour as a perspective ‘from the outside’ in 
these terms: “Latour argues not from the standpoint of human beings who are concretely 
situated in the world, but from the standpoint of an analyst who describes configurations 
equally from the perspective of humans and non-humans. […] What postphenomenol-
ogy contributes to actor-network theory is the situated perspective, the perspective ‘from 
inside out’” (Verbeek 2005a, p. 168).
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who credits Latour more generally with focusing on “nonhuman forms 
of agency” (Verbeek 2011, p. 17), proposes an ethical reflection that re-
considers the original fusion of humans and technology, as a consequence 
of which humans themselves become “technological beings” (Verbeek 
2011, p. 4) or cyborgs (Verbeek 2008; see also Stiegler 1998). To this end, 
he uses – as just mentioned – what is commonly called a post-phenome-
nological approach, which was inaugurated and developed by Don Ihde 
(see, e.g., 1993)2. This approach, which has no foundational claim (see 
Verbeek 2011, p. 15), is presented in Verbeek’s words as a “philosophi-
cal analysis of the structure of the relations between human beings and 
their lifeworld” (Verbeek 2011, p. 7). Within this type of analysis, which 
takes the form of experimental phenomenology (see Ihde 1977), emerg-
es the idea of a philosophy of mediation. For Verbeek, this philosophy 
must take into account the by-no-means-ethically-neutral role played by 
technologies in the relationship between humans and the world. In fact, 
technological devices help us shape our experiences, influence our moral 
decisions, and have important repercussions on what we do and think: 
they co-shape practices of living and knowing. In this sense, we humans 
have a mediated, so to speak, hybrid experience of reality, as our action is 
so often mediated by technological devices. Therefore, although artifacts 
cannot be defined as human-like moral agents3, they help humankind to 
make decisions, raise ethical dilemmas and offer tools for resolving them: 
they are bearers of moral demands, and, according to the philosopher, 
they possess a clear moral significance.

In order to explain this significance, Verbeek’s proposal hinges, among 
other things, on an original notion of intentionality, which allows us to re-
think the relationship between humans and reality, and, as we will try to 
show, to better understand the notion of responsibility in our digital era.

3. The concept of technological intentionality3. The concept of technological intentionality

As a starting point for the development of a non-humanist approach 
to ethics, Verbeek addresses the problem of the intentionality of ar-
tifacts. From both deontological and consequentialist perspectives, 
technological objects are excluded from ethics because they lack inten-
tionality and freedom. Nevertheless, the moral role of these technolo-
gies in our society has become increasingly evident in recent years. As 

2 An accurate introduction to post-phenomenology can be found in Rosenberger & Ver-
beek 2015.
3 On the moral agency of technological artifacts see, for instance, the different positions of 
Floridi & Sanders 2004; Johnson 2006; Sullins 2006; Wallach & Allen 2009. 
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proof of this role, numerous studies have demonstrated how intelligent 
systems, in addition to being able to perform the function of artificial 
moral advisor (Giubilini & Savulescu 2018), possess the ability to em-
body values and biases (Flanagan, Howe, & Nissenbaum 2008; van de 
Poel 2020). In fact, these devices demonstrate a tendency to convey 
values (and disvalues) reflecting opinions, idiosyncrasies, and evalua-
tions of the various social actors involved in the development and use 
of AI systems. In order to avoid such transmission to the algorithm of 
discrimination and prejudices, as well as to discourage bad practices re-
lated to AI (see Floridi 2022), it was decided, on the one hand, to adopt 
ethical codes with which these technologies must be aligned during the 
programming processes (see Gabriel 2020), while on the other hand 
there was an attempt to disseminate among users some rules of conduct 
aimed at respecting the other parties in digital relationships. 

However, beyond these solutions, which do not constitute a definitive 
answer to the axiological question, the paradox remains that artificial 
intelligence is a bearer of moral values, even though it is not recognized 
as having any intentionality. For the deontological approach, in fact, the 
morality of an action depends on the fact that an agent intends to act ac-
cording to certain rational criteria and is free to do so. The artifacts seem 
to be devoid of this intention to act and this freedom. From the conse-
quentialist perspective, however, what matters is the result of the action, 
the value of the outcomes. But although technology can achieve morally 
significant results, the moral responsibility for these results lies, accord-
ing to this perspective, only with the human being who uses technology 
as an instrument for the realization of goals. In this way, both approaches 
exclude artifacts from the realm of ethics, assigning them a causal re-
sponsibility and a merely instrumental character4. 

In contrast to these two ethical approaches, Verbeek presents a third 
that takes into account the active role of technological mediation, where-
by “things can be seen as part of the moral community in the sense that 
they help to shape morality” (Verbeek 2011, p. 42). According to this 
view, it is not legitimate to exclude technological objects from the ethical 
world, but rather it is appropriate to extend the notion of agency to in-
clude technology. To this end, Verbeek, first of all, observes – as Winner’s 
(1986) pioneering work indicated – that artifacts embody human inten-
tions in a material way and at the same time present emergent properties, 
which seem to assign them a certain degree of freedom. In this sense, 
one could observe that moral agency is distributed between humans and 

4 In Verbeek’s eyes, even Ihde’s reflection that recognizes several relationships human be-
ings can have with technological artifacts (embodiment, hermeneutic, alterity, background 
relation) seems to lack a careful analysis of some forms of intentionality (see Verbeek 2008).
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nonhumans; therefore, moral actions and decisions are the product of 
human-technological associations.

Given this premise, Verbeek reworks in human-nonhuman relational 
terms both the concept of intentionality and that of freedom, tradition-
ally ascribed to the human agent. In the field of intentionality, two con-
cepts must first be distinguished: the ability to form intentions typical of 
ethical theory and the phenomenological concept of the “directedness of 
human beings toward reality” (Verbeek 2011, p. 55). For Verbeek, the 
first type of intentionality is based on the second, because the ability to 
form intentions to act cannot exist without “being directed at reality and 
interpreting it in order to act in it” (Verbeek 2011, p. 55). Starting from 
Ihde’s reflections, but going beyond them, the author then emphasizes 
how intentionality in the post-phenomenological sense is mediated by 
technological devices, or in his terminology, is composite, whereby “when 
this ‘directedness’ of technological devices is added to human intention-
ality, a composite intentionality comes about: a form of intentionality that 
results from adding technological intentionality to human intentionality” 
(Verbeek 2011, p. 145, see also Verbeek 2008). 

From eyeglasses to thermometers, from air conditioning to artificial 
intelligence systems, technologies shape in ever new ways our experience 
of the world, and grant access to it. And it is on the basis of the idea of 
composite intentionality, to which Verbeek assigns both a representative 
and a constructive function (Verbeek 2011, p. 145), that it is possible 
to attribute to technologies a certain intentionality, or rather, recognize 
that the same intentionality is distributed between human and nonhu-
man subjects. In fact, technologies can change our behaviour, our per-
ception of the world, and therefore have intentionality in the sense of 
the directing role of human action (Verbeek 2011, p. 57). In this sense, 
their intentionality is reducible neither to that of the designers nor to 
that of the users, but rather takes on a character that is, so to speak, 
emergent with respect to the first two; a character to which, according to 
Verbeek, a certain notion of freedom is linked. The effects of technolo-
gies are not completely predictable, or controllable by humans. They are 
characterized by “emergent forms of mediation” (Verbeek 2011, p. 127) 
and “feedback effects” that affect both us and the world we live in (see 
Di Martino 2017; Tenner 1996).

These traits of composite intentionality now allow us to understand 
how moral decisions are not merely a human product, but that the tech-
nological apparatuses with which humans access the world are already 
involved therein. Therefore, it does not appear unjustified to state that 
“moral decision making is a joint effort of human beings and techno-
logical artifacts” (Verbeek 2011, p. 58). Humans never decide or act in 
a vacuum, but rather do so in a technologically shaped world, within 
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which their choices are directed by technology, which opens up new 
possibilities for action, redefining the scope of reality and forming our 
habits. 

In regard to the directive nature of technologies (Verbeek 2011, p. 
57), linked to the notion of intentionality, the case study offered by the 
use of certain medical devices such as those used in prenatal diagnosis is 
particularly interesting. A useful example is made of obstetric ultrasound 
technology, to which Verbeek (2008a; 2011) cannot attribute a merely 
instrumental role in making the fetus visible inside the uterine cavity. 
The use of ultrasound tech, which makes it possible to predict many con-
genital defects before birth, involves a significant redefinition both of the 
ontological status of the unborn child, who becomes a possible patient, 
and of the parents, who can make extreme decisions on the basis of this 
diagnosis. In this case, the human-machine association conveys compos-
ite intentionality and the role played by technology in offering humans 
new directions of action is evident, which raises far-reaching ethical di-
lemmas (see, e.g., Mitchell 2001 for the ethical consequences of the use 
of these technologies). 

Starting from this notion of composite intentionality, exemplified by 
the case study mentioned above, the application of Verbeek’s post-phe-
nomenological perspective, according to our working hypothesis, allows 
us to better understand the moral status of artificial intelligence. Indeed, 
compared to, so to speak, traditional technologies, artificial intelligence 
makes autonomous decisions, adapting its behaviour to the conditions 
in which it operates. In this capacity composite intentionality is revealed 
as a result, not merely a summation, of the human-machine association. 
Clarifying this type of intentionality and applying it to ethical problems5 
has become an increasingly urgent task, given the pervasiveness with 
which intelligent machines, capable of autonomy, adaptability and inter-
action (Floridi & Sanders 2004), are influencing our lives. 

With respect to the position of Floridi and Sanders (2004) it can be ob-
served that the notion of composite intentionality proposed by Verbeek 
has the merit of avoiding those positions defined by the authors as an-
thropocentric, whereby moral philosophy remains “unduly constrained 
by its anthropocentric conception of agenthood” (Floridi and Sanders 
2004, p. 350), without, however, making use of the method of abstrac-
tion about whose tenability several objections have arisen (see Gunkel 

5 For instance, the problem of the ‘contamination of the algorithm’, that is, the transmis-
sion to the AI of the prejudices of programmers and users, can be clarified, if understood 
as a result of the addition of human intentionality to that of artificial intelligence. There-
fore, a resolution of this problem can be elaborated from the recognition of this compos-
ite agency to which the notion of composite intentionality corresponds.



Roberto Redaelli  |  Composite Intentionality and Responsibility 	 165

2017 p. 73; Johnson and Miller 2008). In fact, Verbeek’s posthumanist 
position brings the human-machine relationship back within the notion 
of extended agenthood, attributing to it a composite intentionality, which 
can account for human-AI entanglement without reducing the latter’s 
technological intentionality to that of humans. In this sense, the idea of 
composite intentionality developed by Verbeek seems to be particularly 
suitable for explaining the intentionality present in systems with artificial 
intelligence. Such systems, in fact, present a technological intentionality 
understood as a directedness (Verbeek 2008, p. 392) that guides our ac-
tion and thinking, a form of intentionality that, as we have seen, is indeed 
connected to the man who designs the machine and uses it, but which, 
at the same time, presents an emergent property with respect to human 
intentionality.

Therefore, in such intelligent systems, the human-machine compo-
sitionality highlighted by Verbeek is manifested to the highest degree, 
whereby human intentionality is directed at the technological intention-
ality of the machine, which represents and constitutes the real not as a 
mere extension of the human, but by virtue of its own relevance (Verbeek 
2011, p. 146). Technology, in this case, is developed in order “to reveal 
a reality that can be experienced only by technologies” (Verbeek 2011, 
p. 146).

4. Composite responsibility for rethinking the human-technology 4. Composite responsibility for rethinking the human-technology 
relationshiprelationship

The question of the intentionality of artificial intelligence is linked to 
the second topic of our investigation, namely that of the moral and legal 
responsibility of these technologies. The use of artificial intelligence in 
the legal field as an aid to a judge’s decision, as well as the use of tech-
nologies in the medical field for diagnostic purposes, raise the problem 
of the attribution of moral and legal responsibility for the indirect effects 
deriving from their use (for the legal field, see Funke 2022; for the moral 
field, Coleman 2004). In fact, if machines equipped with artificial intel-
ligence make it possible in some areas to achieve results that are far more 
reliable than human ones, this does not free these technologies from er-
ror. These systems, used for example in the legal field to predict the risk 
of recidivism (for the Compas case, see Brennan et al. 2009), may favor 
discrimination, since their decisions are based on previous resolutions, 
according to a bottom-up statistical approach (for the limits of this ap-
proach, see Di Giulio 2020). This approach is based, in fact, on the abil-
ity of intelligent systems to learn, from the data available, how to acquire 
new knowledge and make decisions. Therefore, where the data set used 
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for learning is somewhat misleading (incomplete or unrepresentative), 
there may be unforeseen consequences produced by the algorithms. Be-
cause of this limitation, it is becoming increasingly urgent to identify an 
exact criterion for attributing responsibility for these consequences. To 
reach this goal, different proposals have been put forward, ranging from 
increasing human control over artificial intelligence (with the consequent 
attribution of responsibility to designers, producers and users) to the 
recognition of some moral or legal responsibility of the artificial agents 
themselves. In the latter case, it has even been proposed to assign to tech-
nologies equipped with artificial intelligence an “electronic personality”, 
with its own legal subjectivity (in this regard, see Pacileo 2020).

Faced with these various proposed solutions, we aim to elaborate 
a post-phenomenological notion of responsibility, in line with that of 
intentionality, which reflects the composite character of human-arti-
ficial intelligence associations. This does not mean assigning a moral 
responsibility to artificial intelligence, but rather recognizing a precise 
role in the process of forming the moral responsibility of the human agent 
(Verbeek 2008, 2009; Hanson 2009; Gunkel 2020) both in the case of 
backward-looking responsibility and in the case of forward-looking re-
sponsibility (see de Poel 2011). In this way, this notion can contribute 
to the resolution of the so-called “responsibility gap” (Matthias 2004), 
whereby more complex and autonomous technologies involve less hu-
man intervention, so that it is less easy to assign responsibility to hu-
mans for the behavior of such machines.

In order to offer such a contribution, it is useful to demonstrate how 
the advent of intelligent systems makes the human-nonhuman asso-
ciation even more complex and inextricable. If Selinger and Engström 
(2007), following Ihde (2002), observed that the human subject modifies 
itself when using technological tools, the advent of technologies with op-
erational autonomy entails a radical extension of agency with significant 
repercussions on the attribution of responsibility. Depending on how this 
redistribution is understood, two different approaches to the question 
can be recognized: some scholars identify a certain degree of moral re-
sponsibility in technological artifacts, assigning to them, in some cases, 
attributes similar to those of the human moral agent; others recognize 
intelligent systems as a “quasi-responsibility,” that is, a conductive char-
acter of moral action (Verbeek 2011), for which the responsibility falls 
on the extended agent, understood as a human-machine association as a 
whole (Gunkel 2020; Hanson 2009). 

This second hypothesis, which appears to be the most suitable to 
address the problem of responsibility at today’s level of AI-enhanced 
technologies (see Gunkel 2020), can perhaps be improved by defining 
the notion of responsibility to better account for the complexity of the 
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human-artificial intelligence connection. Indeed, while it is sometimes 
possible to make an immediate distinction in the human-technology re-
lationship between the causal responsibility of technology and the moral 
responsibility of the human agent, it is not so easy to make such a distinc-
tion in situations in which artificial intelligence is involved. Repurposing 
an example from Hanson (2009), we can observe that if no problem is 
created when we assign a mere causal responsibility to the rope used by 
rescuers to save a child who has fallen into a well, it is more difficult to es-
tablish responsibility when there are machines in action with operational 
autonomy, that is, capable of carrying out tasks, deciding and acting by 
changing their behavior in the face of unforeseen situations. In these 
cases, in order to properly allocate responsibility, it is necessary to take 
into account the various social actors involved (e.g. manufacturers, pro-
grammers, users and machines) and redistribute responsibility between 
them. However, achieving a fair redistribution is far from easy in cases 
where the artificial agent makes decisions in ethically relevant contexts 
(Wallach & Allen 2009), as in the case of unavoidable collisions of self-
driving vehicles. In fact, the plurality of agents involved in these cases, 
from programmers to car manufacturers, as well as the regulators who al-
lowed the circulation of such vehicles, raises the so-called “many hands” 
problem (see Nissenbaum 1994; van de Poel et al. 2015), so evidently the 
contribution of a multiplicity of agents to the action makes it difficult to 
clearly identify those responsible. To address this difficulty, it has been 
proposed in recent years to introduce meaningful human control (Santoni 
De Sio & Van de Hoven 2018) over the activities carried out by artificial 
intelligence, to ensure a human “controller” has sufficient information 
and time to intervene on the nonhuman agent. The implementation of 
such a control raises, however, technical and theoretical issues that are 
difficult to resolve, which once again involve human-machine collabora-
tion, and interfere, among other things, with progressive automation of 
intelligent machines.

This complex situation must be taken into account in order to ad-
vance a notion of composite responsibility, which can be developed 
by implementing some valuable indications present in Hanson (2009), 
Gunkel (2020) and Verbeek (2011). This composite or hybrid respon-
sibility must first and foremost account for the dense web of relation-
ships woven by social actors, including individuals, organizations, natu-
ral entities and technology, so as to recognize the role played by the 
parties involved (Hanson 2009). In this analysis, it is necessary to pay 
particular attention to the function exercised by technological inten-
tionality, understood as the ability to incline the user towards a certain 
purpose (see Benanti 2021). 

Secondly, as observed by Gunkel (2020), an extended agency theory to 
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which a hybrid responsibility corresponds must have a communitarian 
perspective, which overcomes ethical individualism. In this direction, it 
is a question of grasping not only the composite character of responsi-
bility, but also and above all the shared responsibility. According to our 
proposal, this quality of being shared requires an ethical commitment 
on the part of all those involved in the development and use of artificial 
intelligence, and thus there is an increasing need today to establish un-
ambiguous ethical principles that guide the planning and use of these 
technologies. 

Finally, in the development of this notion of composite responsibil-
ity it is necessary to consider not only the relationship between humans 
and artificial intelligence, but also the machine-to-machine relationship. 
Indeed, as Wiener (1988) predicted with great foresight, our technologi-
cal world is no longer formed by the human-machine relationship alone, 
but also and above all by the interactions between machines. The notion 
of responsibility must therefore make sense of this last segment, too, in 
order to ensure the correct distribution of responsibilities. In fact, ma-
chine-to-machine interactions can on their own cause unwanted indirect 
effects with dramatic repercussions on users. For this reason, a notion of 
composite responsibility must take into account such a relationship in 
order to trace the human agents who have programmed, produced, and 
used the machines involved.

In order to avoid misunderstandings and incurring the criticism 
of being a-moral or even anti-moral, it is necessary here to clarify 
that with such a notion of composite responsibility, characterized by 
the elements listed above (the considerations of all actors, a commu-
nitarian perspective, a consideration of machine-machine relations), 
there is no intention to assign some moral or legal responsibility to the 
machine, but rather to highlight the role that technology plays in the 
process of shaping our moral responsibility. This role is particularly 
evident in intelligent systems, which can promote discrimination and 
prejudice by making use of data imbued with these disvalues, but this 
does not make such machines morally responsible for the results they 
produce. In this sense, Verbeek correctly observes that “technologies 
also contribute to the moral responsibility of human beings for the 
actions that come about in human-technological interaction. But […] 
this does not imply that technologies should be held morally account-
able for their mediating roles in human behaviour – just as it does not 
make sense to consider technologies full-fledged moral agents in the 
way human beings are moral agents” (Verbeek 2011, p. 108). So, in 
more precise terms, with the notion of composite responsibility we 
intend here to account for the active role that technologies play in the 
sphere of moral responsibility, without thereby assigning some form 
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of responsibility to them, which could lead to the de-responsibiliza-
tion of designers and users.

In this sense, the idea of composite responsibility does not relieve de-
signers of responsibility for the effects produced by the technologies they 
develop, just as it does not relieve users of their responsibility for the ef-
fects resulting from the (inappropriate) use of such technologies. In fact, 
the former can anticipate, albeit within certain limits, the moral impact 
of the technologies they are developing, while the latter have the duty 
of appropriate use of those technologies according to the use plan6. It is 
precisely at the design and use stage that one can finally identify the space 
of human moral responsibility to both appropriately design and use the 
technologies. In this space of freedom, the moral mediation of technolo-
gies certainly plays a central role, sometimes revealing a discrepancy be-
tween the values intended and the values actually realized through the 
use of technologies7. This discrepancy does not free the human from his 
responsibilities, but rather assigns him new responsibilities8. To return 
to the example of intelligent systems that (unintentionally) promote dis-
crimination and bias (see the Compas case), the choice of the data on 
which the algorithms are to be trained turns out to be crucial, and the 
human is solely responsible for the decision regarding the dataset to be 
used for training. If anything, the algorithm expands or shrinks the hu-
man space of freedoms by virtue of its ability or inability to incorporate 
certain values, and in this way contributes to the formation of human 
responsibility that is already always mediated by technology. 

6 “A use plan is a plan that describes how an artifact should be used to achieve certain goals 
or to fulfill its function. In other words, a use plan describes the proper use of a technical 
artifact, and that proper use will result (in the right context and with users with the right 
competences) in the artifact fulfilling its proper function” (Van de Poel 2020, p. 391).
7 We use here the distinction proposed by Van de Poel between intended, embodied and 
realized values: “The intended values are the values intended by the system’s designers. 
However, these intended values may be different from the embodied values when an 
artifact (or institution or system) has not been properly designed. The embodied value 
is the value that is both intended (by the designers) and realized if the artifact or system 
is properly used. The realized value, in turn, may be different from the embodied value: 
for example, because a technology is used differently than intended or foreseen” (Van de 
Poel 2020, p. 389)
8 In regard to the antenatal diagnosis achieved thanks to the sonogram, for instance, 
Verbeek observes significantly that “the mere availability of testing possibilities had made 
us feel responsible for not testing and for accepting the ‘risks’ connected with that. The 
decision not to be put in the position of having to make a decision appeared to be a deci-
sion as well” (Verbeek 2011, p. VII). And again: “by making it possible to detect specific 
diseases, medical diagnostic devices do not simply produce images of the body but also 
generate complicated responsibilities, especially in the case of antenatal diagnostics and 
in situations of unbearable and endless suffering” (Verbeek 2011, p. 1). 
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5. Final remarks 5. Final remarks 

In order to understand the scope of Verbeek’s post-phenomenological 
perspective, it is appropriate, in closing our examination, to provide some 
clarification of terminology. The use of expressions that we have employed 
in the text, such as those regarding the morality of things and technological 
intentionality, has often raised a variety of suspicions regarding Verbeek’s 
proposal. In particular, the conceptual framework elaborated by the phi-
losopher has given rise to a number of criticisms regarding the idea that 
there is some kind of distribution of intentionality between humans and 
machines, to which the author himself has already responded in part (see 
Verbeek 2014). Here we will simply emphasize a point related to the no-
tion of intentionality, which, for example, the articulate criticisms of Peter-
son and Spahn (2011, pp. 416ff.) do not seem to grasp. Clarification of this 
point is of vital importance, since Verbeek’s entire philosophical project 
and, consequently, the reflections we have made so far hinge upon it. 

With the expression ‘technological intentionality’ Verbeek aims to 
highlight the directive nature of technologies, but without attributing 
any intention to act to technologies, as Peterson and Spahn erroneously 
believe. Similarly, Verbeek’s idea that technologies ‘actively co-shape’ our 
being cannot be understood as an action independent of humans, and 
thus – Peterson and Spahn erroneously observe – “technological objects 
certainly have an impact on us and our actions, like many other natural 
and nonnatural objects, but this impact is not active in the sense that it is 
independent of the designer or inventor who decides to produce or sell 
the new artifacts” (Peterson and Spahn 2011, p. 414). 

Both of these observations of Peterson and Spahn miss the mark be-
cause they lose sight of the co-constitutive and therefore interdependent 
character of technologies, which invokes the notion of composite inten-
tionality. Indeed, although Verbeek emphasizes both the emergent prop-
erties of technologies and the idea of technological intentionality, this 
does not mean that these technologies act completely independently in 
the sense intended by Peterson and Spahn. Verbeek in fact states that 
humans and technologies “do not have a separate existence anymore” 
(Verbeek 2008a, p. 14; see Peterson and Spahn 2011, p. 414). In this 
sense, technologies co-shape (and the emphasis should be on ‘co-’) our 
world and co-exist with us.

While such criticisms do not seem to impact Verbeek’s reflection, cer-
tainly, as Coeckelbergh rightly observes, “some of these objections could 
be avoided if Verbeek would not use terms and phrases such the ‘moral-
ity of things’ and the ‘moral agency of things’ but stay with the claim 
that technologies mediate morality” (Coeckelbergh 2020, p. 67). Indeed, 
although one can understand Verbeek’s use of such language in order to 
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challenge the “common understandings of technology” (Coeckelbergh 
2020, p. 67), the post-phenomenological approach cannot refrain from 
constant vigilance over the type of language we should use when tech-
nologies raise increasingly urgent ethical issues. This is the direction in 
which this paper moves, and it aims to be an invitation to make use of 
the notions of intentionality and composite responsibility to address the 
challenges of the present, but without forgetting the ambiguity that at 
times still affects/constrains these notions, obscuring their ability to ac-
count for the intricate web that inextricably binds man and technology.
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Composite Intentionality and Responsibility for an Ethics  Composite Intentionality and Responsibility for an Ethics  
of Artificial Intelligenceof Artificial Intelligence

The decisions, forecasts and operations produced by intelligent sys-
tems reveal new possibilities for action in various areas of society and 
radically transform our lifestyles. This epochal change has triggered, in 
parallel with a remodeling of our habits, an important process of re-se-
mantisation of some notions traditionally ascribed to human beings, such 
as those regarding intentionality and responsibility. This paper address-
es the process of redefining these notions with the aim to shed light on 
composite forms of intentionality and responsibility in the increasingly 
close relationship between humans and AI. To this purpose, we propose 
to apply in the specific field of AI the idea of composite intentionality 
developed by P.P. Verbeek and extend it to the notion of responsibil-
ity. Despite some terminological problems related to Verbeek’s proposal, 
his post-phenomenological approach has the merit of taking the human-
technology association as its main focus, helping us to better understand 
the moral status of artificial intelligence.

Keywords: Philosophy of Technology; Post-phenomenology; Artificial 
Intelligence; Responsibility; Intentionality;


