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Abstract

Trust and trustworthiness have become central concepts in the ethics and
governance of artificial intelligence (AI). The issue arises because of the in-
herent uncertainty of Al system outputs, which are often described as opaque
systems or black boxes. The need of a legal/regulatory framework, as a re-
sponse and remediation to Al opaqueness, has been rapidly recognised by
the European Union, which has put in place, in a time record, a powerful
piece of legislation: the AT Act. Valuable efforts of the EU notwithstanding,
regulation shows tension with private/public law, and mostly tension in un-
derstanding of trust/trustworthiness from jurisprudence. The tension arises
because, from a legal perspective, an instrument cannot possess trust, which,
in some philosophical traditions, is defined as a strictly human-to-human rela-
tion. This tension is substantiated, for instance, in philosophical anthropolo-
gy. Yet, as the terminology of trust has stuck, in this paper we offer a different
understanding of this notion. Building on philosophical and anthropological
contributions, we extend the meaning of trust to technical artefacts using an
argument by analogy. We propose a semantics for trust/trustworthiness based
on a relational framework that places Al in a network of relations, and so
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trust/trustworthiness are not properties of the artefact alone, but of a network
in which human agents still play a fundamental role.

Keywords
Artificial Intelligence, Al Act, Trust, Interpersonal Trust, Technological Reliability.

1. Introduction

Can/should we trust machines? In particular, can we achieve an attitude
of trust towards digital devices, and in particular, Artificial Intelligence
(AI)? The recent and rapid developments in the field of computer sci-
ence and Al place these questions centre-stage of ethico-legal debates. The
question whether we humans can trust machines is not new, but the debate
features a new dimension. The latest generation of Al systems, also called
generative Al, has extraordinary capabilities in terms of computational
power, with the ability to generate outputs from a given prompt. The focus
of this paper is not on whether these Al systems genuinely generate and
understand new contents, but on whether human agents can trust them
(and their outputs). As the discussion unfolds, we will notice that a re-
assessment of the notion of trust and the corresponding characteristics of
“trustworthiness” (that is required by an increasing need for legal acts and
norms, not least the EU Al Act) is needed. The question arises because,
as is already well-documented, these Al systems generate outputs that are
used to inform humans’ decisions and actions. In this sense, it is correct
to call these systems epistemic or cognitive technologies (Alvarado 2002;
Babushkina, 2013), and to raise the question whether, to what extent, or
under what conditions, we can or should trust them.

From a methodological point of view, the paper utilizes the distinction
between three fundamental categories related to the concept of “trust”
(Fabris 2020):

a. Trust as an interpersonal event: In this sense “trust” indicates the 77-
terpersonal and anthropological relationship by which relationships between
people are built.

b. Trustworthiness: reliability as an extension of trust: When, instead, we
speak of trustworthiness, we mean that interpersonal trust can also be ex-
tended to the relationship between human beings and technical artefacts.

c. Reliability as procedural safety: From a legal point of view, the concept
of “reliability” is preferred; reliability indicates the procedural safety of a de-
vice, i.e. its performative ability to perform the task for which it was designed.
Technical artefacts are reliable because they offer no surprises, if they prop-
erly work and follow certain procedures.
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This paper will explore the possibility of applying the anthropological
category of “trust” (first definition above) to human-machine relation-
ships (second definition) to clarify whether it is possible to extend the
experience of trust to interactions between individual subjects and arti-
ficial agents; the question arises because of the reliability of these tech-
nologies (third definition). Categories a-c are not mutually exclusive.
In developing our argument, we will show how all three are needed
to justify talking about trust in Al/trustworthy Al. On this basis, the
paper re-considers the possibility of including the concept of trust in
legal regulation. The first part of the article will investigate trust as a
fundamental anthropological structure, rooted in the experience of in-
terpersonal relations, and then move on to the study of the interaction
between humans and Als, focusing on “technological trust” from a nor-
mative and statistical point of view. A complex epistemological frame-
work emerges from the article, bringing together perspectives that may
differ from one another but are harmonised in the view that trust can
be attributed to an artefact such as an Al system not directly, but in an
analogical way, and because the artefact is part of a socio-technical sys-
tem in which actors stand in various relations with each other.

2. Predicting Complexity and Technological Reliability

With the renewed interest in artificial intelligence, and the rapid spread
of Al systems in various sectors, we have witnessed increasing attention
to the reliability of outputs of such systems. In particular, the question
whether or not we can trust outputs we cannot fully understand, often
called “opaque” or “black-box” systems. This section examines the vari-
ous techniques to increase the technological reliability of Al and math-
ematical models (category ¢ mentioned in section 1).

One approach is the development of explainable AT (XAI). XAI aims
to make black box models more interpretable without sacrificing their
predictive power. Techniques such as feature importance scoring, partial
dependence plots, and local interpretable model-agnostic explanations
(LIME) provide insights into the decision-making processes of “black
box” models (Ribeiro ez al., 2016; Lundberg & Lee, 2017; Linardatos e#
al., 2021). These tools help users understand why a model made a par-
ticular decision and identify potential biases. At the core of the rapid ad-
vancement of artificial intelligence (AI) lies a critical distinction between
“black box” models and “white box” models. The differences between
these models have implications for the technological reliability of Al and
mathematical models, and the measures needed to ensure trust and ac-
countability in these systems.
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White box models are defined by their transparency and interpret-
ability. These models rely on explicit mathematical equations derived
from theoretical principles or empirical observations (Hastie ez al.,
2013; Salih & Wang, 2024). The transparency of white box models
allows developers to fully understand and interpret the internal work-
ings of the model. The primary advantage of white box models lies
in their ability to provide insights into the system’s behaviour and
causal relationships. This is particularly important in fields such as en-
gineering, physics, and economics, where understanding the underly-
ing mechanisms is crucial for both advancing knowledge and making
informed decisions.

The internal workings of black box models are opaque, making
it difficult to discern how inputs are transformed into outputs. De-
spite this opacity, black box models are renowned for their signifi-
cant predictive power, especially when handling large and complex
datasets. Examples of black box models include neural networks,
support vector machines, and ensemble methods like random forests
and gradient boosting. The primary strength of black box models is
their flexibility and ability to adapt to new data, however, the lack
of interpretability in black box models poses significant challenges.
Without a clear understanding of how decisions are made, it becomes
difficult to diagnose errors, ensure fairness, and maintain trust in the
model’s predictions. This can be particularly problematic in critical
applications such as healthcare and finance, where the consequences
of incorrect predictions can be severe (Obermeyer ez /., 2019; Rudin,
2019; Hasanzadeh ez al., 2025).

Choosing between white box and black box models depends large-
ly on the specific requirements of the problem at hand. In practice, a
hybrid approach that combines the strengths of both white box and
black box models can be highly effective. Interdisciplinary collabora-
tion is another key factor in ensuring the reliability of Al and math-
ematical models. By fostering collaboration between AI developers,
domain experts, ethicists, and regulators, we can ensure that these
models are not only technically sound but also aligned with ethical
and social norms. For instance, in healthcare, collaboration between
Al researchers and medical professionals can help develop AI sys-
tems that are both accurate and trustworthy. In conclusion, there is
a significant body of literature on the technical side of explainability
when it comes to Al. To supplement this, we need a greater focus on
how regulation comes into play. Balancing regulation, explainability,
and trustworthiness poses challenges, which we explain in the next
section.
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3. Trust and Legal Regulation

When it comes to regulating the use of artificial intelligence, how do
we define trust as a part of legislation? Since early EU engagement on
Al regulation, there has been consensus and understanding that the pro-
posed regulatory framework for Al should foster trustworthy Al! There
is an outline, the “Trustworthy AI Guidelines,” proposing “lawful, re-
sponsible, and robust” use of Al technology, as designated by the 52
members of the High-Level Expert Group (HLEG) (Floridi, 2019, p. 1).
Under these lines, can the HLEG Trustworthy Al guidelines serve as a
case study to investigate the question: can trust be implemented into regu-
lations? The HLEG Trustworthy Al guidelines consist of seven essential
qualities for trustworthy Al (European Commission):

. human agency and oversight,

. technical robustness and safety,

. privacy and data governance,

. transparency,

. diversity,

. non-discrimination and fairness,

. social environment and well-being,
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Comparing these seven essential qualities with the three definitions
of trust from Fabris (2020), we see there is more attention on tangible
focus, such as technical robustness and data governance for example,
than on more distinctively philosophical aspects. Pushback for such a
framework mainly stems from a charge of anthropomorphism. Accord-
ing to this argument, trust can only be attributed to a human whose quali-
ties are falsely projected onto the technology in the form of regulation
(Ryan 2020). Along these lines, in the cautionary words of HLEG Mem-
ber Thomas Metzinger: “Machines are not trustworthy; only humans can
be trustworthy (or untrustworthy)” (Metzinger 2019). Is this critique of
anthropomorphism misguided? We need more intentional research on
what modes of trust are being placed in the technology, bearing in mind
that the question is not just theoretical but has important consequences
at the jurisprudential level.

In the debates in Philosophy of Technology, some have argued that
there are “types” of trust that can be attributed to a human, and those
that cannot. For example, Philip Nickel, makes a distinction between
rational-choice and motivation-attributing accounts of trust, with the
former being like reliability, and the latter applying to the motivation

"Within this act, are the 2019 Trustworthy Al Guidelines (Recital 27 2019)
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of the trusted themselves. Given the more nuanced nature of the sec-
ond form of trust, it is not so clear how motivation-attributing trust
would apply to a non-human technological device (Nickel 2019, p.
430). Furthermore, the anthropomorphism discussion connects to the
directionality of trust. Political scientist Russell Hardin investigated the
difference between mutual trust versus one-way trust in his book Trust
and Trustworthiness. With mutual trust, the desire to be perceived as
trusted by your trustor is an incentive to trust, and vice versa. This does
not necessarily apply to one-way trust, as the trusted is not the actor
who benefits from the trust (Hardin 2006, p. 46). Using this definition,
mutual trust would be impossible to achieve with Al, unless you were
to somehow prove it consciously benefitted from being trusted. With
these perspectives in mind, certain types of trust are possible with Al
(as we will discuss in the next section), and trust should not be com-
pletely taken off the table for regulations. Rather, conceptualisation of
“trust” should be made more specific, keeping in mind that technologi-
cal progress receives its ethical orientation from humans.

Yet, there are numerous issues with this argument. For one, a large por-
tion of the sources investigating trust are written before the “Al boom”
that started in late 2022, or about technology in a broader sense, and
within the context of cybersecurity, or yet again about trust in a non-tech-
nological context, or all the above. We can certainly use this literature,
such as Nickel and Hardin, to help understand trust, but the concern is
that trusting Al is something completely new and serves a strategic pur-
pose: induce people to place trust in Al so that they will use it more and,
hence, unlock the technology’s economic and social potential (Laux et.
alt. 2024). Thus, pre-existing literature on trust must be used cautiously,
especially if we take into consideration the Private Law sphere where
the interplay with current liability schemes and damage law may trigger
unexpected consequences.

A second consideration is that the AT Act comes to fit into a very well
established architecture of other regulatory instruments (GDPR, Prod-
uct Liability, etc.). In the Public Law sphere, the focus is on the construc-
tion of a robust set of legal principles that will be used in relation to Al
and touch upon a myriad of well-established principles that range from
access to justice, equality, legal security, to the very essence of Democracy
providing the right governance framework. There has been an increased
use of data algorithms and Al instruments in public administration in-
stitutional bodies to govern our societies (Janssen and Kuk 2016), but
the legal notion of trust within these regulatory contexts and the uncer-
tainties surrounding the future development of Al technologies has no
antecedents and needs a new doctrinal outline in a sector that is predomi-
nantly monopolized by private companies.
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Furthermore, the Al Act (AIA), enacted on Feb 2, 2025, presents a
series of rules and guidelines for the ethical use of Al including risk cat-
egories, prohibited uses for Al (e.g. social scoring systems), responsible
management of biometrics etc. The High-Level Summary of the AT Act
introduces the normative notion of trustworthiness. Thus, since early EU
engagement on Al regulation the notion of trust has been assumed to be
central in the regulatory process, as a way to address principles such as
safety, security, transparency and fundamental rights, all at once. It is im-
portant to underline that in the ambitious regulatory coverage of the cur-
rent digital transformation in Europe, there exists an oversimplification
of a highly complex and heterogeneous set of closely related concepts
around the normative notion of trust in its current approach, and well
captured in the categories laid down by Fabris. Yet, there is a real need to
adopt the Al Act, and Recital 148 of the AI Act explicitly states:

[...] the effective implementation of the AT Act (ATA) throughout the EU
depends on uniform, coordinated and well-funded governance setting. The
normative framework of Al generally speaking after the approval of the Act
by the EU parliament the 3™ of March, even though not immediately enforce-
able, has been widely and positively accepted in the middle of a reality where
uncertainties surround the future development of Al technologies and their
social impacts and still the dominant setting.

The normative perspective grounds the attribution of trust in legal
theory as well as in assumptions at the level of philosophical anthropol-
ogy. Nedelsky (2011), for instance, provides a good introduction to the
theoretical assumptions at work in the field of law. The approach is
based on the relational dimension of law as part of a human experience
central to the concept and institutions by which we organize our col-
lective lives. Still, the fact that public institutions and governments are
also implementing Al at a rapid pace is an important drive to further
consider the complexity of the current regulatory context and the need
for a rightly-founded normative account of trust and Al reliability at
stake without departing from the relational dimension of law but un-
derstanding that some assumptions could be disruptive within the legal
ontology. Yet, as we aim to show in the rest of the paper, attribution of
trust to Al systems requires an exercise in conceptual design that we
undertake in Sections 4 and 5.

Recent analyses of legal nature introducing variables that could in-
fluence trust with the intention to map the different positive values
that help building trust in regulatory contexts (i.e. public transparency,
public accountability, participatory models for Al governance, consent,
etc) are a valid illustration of sounded arguments supporting the Al
Act’s notion of trust. There is already some relevant scholarship effort
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addressing this issue in the highly controversial field of cybersecurity
(Taddeo, Floridi 2019). Floridi, one of the experts of the HLEG on
this work “Establishing the rules for Building Trustworthy AI” makes
a conceptual distinction to address the “reliability” of Al systems and
the “human trust”. He asserts: ‘since Al will become increasingly im-
portant and pervasive, it must work reliably, in ways that anyone can
trust will be for the benefit of humanity and the whole environment”.
(Floridi 2019, p. 61).

This analysis, far from exhaustive, intends to shed light on the un-
derstanding of the notion of trustworthiness introduced by the AT Act,
the current model of risk regulation and the perceived acceptability
of risks based on a trust relationship with EU institutional setting and
regulators. The idea behind it is that the effort to develop “trustworthy
AI” through regulatory laws such as the AI Act acknowledges a need
for Al to be trusted if it is to be widely adopted. This has been recently
highlighted by Laux et alt. (2024) affirming: “The emphasis on trust-
worthiness serves a strategic purpose: induce people to place trust in
Al so that they will use it more and, hence, unlock the technology’s
economic and social potential.”

In the following, we re-analyse trust from the perspective of philo-
sophical anthropology (section 4), and we supplement this anthropologi-
cal understanding with a “network approach” (section 5). A network ap-
proach does not limit trust to the technology itself but rather distributes
trust across the entire network of actors and information connected to it.
In such an approach, regulations could and should define trustworthy Al
not only within the scope of Al itself, but across all the actors involved in
creating Al as well as producing the information the Al uses to operate.

4. The Anthropological Status of Trust in Interpersonal Relations

Before developing on the idea of “trust as a network” (section 5), we
mobilise literature from philosophical anthropology to problematize the
notion of “trust”, rooted in human-human relations (i.e., category a of
Fabris 2020).

According to some philosophers, human beings are “from” and they
live “for” trust, and their being and actions are structured by the experi-
ence of trust (Buber 1923, Caltagirone 2020, Fabris 2020). As a relational
act, trust is rooted in the mutual recognition between persons, and con-
stitutes the key to human identity: in fact, those who live without a trust-
ing disposition in the direction of the Other/their Others are unable to
achieve human fulfilment (Alici 2012, p. 64). According to Alici, by living
trust, humans say a fundamental “yes” to life and the relationships that
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establish it; the human being opens themself to themself, to others, and
to the world.

Trust, in its original anthropological structure, conditions all human
experience and behaviour, establishes the human quality of each person’s
relationship with existence in the forms of the relationship with oneself,
others, the things of the world, with transcendence (Giddens 1994). As
a constitutive dimension of humanity, and a condition of possibility for
existential openness, trust expresses both an attitude of reliance on exis-
tence and existence, perceived as good and worthy of being experienced,
and the relational dimension that makes human existence possible in its
inception and development. Because it is constitutive, trust is at the ori-
gin of the human experience, as it expresses the promise of a good life
on the part of otherness. In this sense, existential trust, which marks the
common and universal human experience of the shared human, always
allows new progress and conquests, configuring itself as a fundamental
hope, which resists all disappointments. It is an anthropological “figure”
whose connotation lies in the possibility of giving and restoring credit,
having originally received it, to the quality of human relations and rela-
tions between humans, due to the fact that the humanity of man, the
subject of relations in relation, has in relying on someone, considered and
experienced as trustworthy, its original and originating core (Buber 1923,
Caltagirone 2019).

Trust in otherness, being a condition of possibility for a truly human
life, develops in conjunction with the formation of an original intimate
sense of trust that, later, in the existential unfolding, lays the foundation
for a stable identity of the self. In fact, existential trust, which stems
from the direct experience that every human realises in their own life,
is the initial movement of entrustment to the original otherness. This,
in the very act of trusting, indicates its specific way of existing and be-
ing in the world, characterised by the weaving of relational bonds that
establish and constitute it in its dignity of being and acting. This is
because trust, in a reciprocal process of openness to otherness, is the
basis of human relationships. As the central “figure” of human experi-
ence, trust makes one truly and fully human, since the act of trusting
an original and originating otherness, being structurally relational, is
rooted in the heartfelt recognition of the trustworthiness of others. This
act is given in the reciprocity of the relationship that exists between the
moment of passivity, as a condition of the pathos of human experience,
and the moment of activity, as a practical situation understood as a de-
cisive and peculiar characteristic of human action.

The human is not thinkable and identifiable without the experience
of co-constitutive reciprocity, which in its originality is an experience of
wonder and surprise. In this sense, trust implies from the outset that reci-
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procity of relational experiences establishes reliable bonds. By discover-
ing as their own what they have not placed, inasmuch as they are never at
the origin of their own beginning, it is in “feeling” and being “affected”
that the human, the subject of relations in relationship (Totaro 1992).

While trust is addressed to a concrete “Thou” who stands before
(Buber 1923), trustworthiness is the attitude of one who trusts in an
undefined and not immediately recognisable otherness such as that of
transcendence. For example, in the Jewish context the experience of
faith is an experience of reliance, in Hebrew “emuna” (Buber 1950).
Similarly, in the case of the relationship between the human being and
technology (category b of Fabris 2020), we can also speak of reliance
because when the subject trusts a technical artefact, he/she is directing
his/her trust not so much towards an immediately recognisable Thou,
but towards a technological apparatus at the origin of which the eth-
ics of the designer must be placed. Therefore, it is now appropriate to
return to the concept of trustworthiness.

The idea of the trustworthiness of the other is indeed fundamental
to the sense of continuity of human identity and is based on the mu-
tual and universal recognition between humans who reciprocally entrust
themselves, honouring and loving one another. A reciprocity, which be-
ing based on the correlation of call, response and involvement, speaks of
the original structure of the shared human that is actualised in receptiv-
ity, particularly in corporeality/spatiality. In this way, reliance indicates
a universal trust that extends to the totality of humans, even those not
immediately recognisable.

Indeed, in its nature, every human being is called upon to trust oth-
erness. Being the condition of access to the meaning of reality for every
human being, who chooses to entrust themselves to what is proposed
to them as credible, thus arriving at a real awareness of himself, trust
represents the horizon within which every human life open to meaning
is nourished in all its forms of experience. Trusting “of” Other/others
in a full and direct reciprocity accompanies trusting in otherness. For
example, it is expressed in an exemplary manner in the reciprocity of the
child’s affective recognition through the maternal and paternal affective
experience and, as such, comes to constitute itself as a paradigmatic form
of the trust relationship. This relationship of reciprocity, however, should
not be understood only between two individuals, but also as a network of
relations. In other words, reciprocity is inherently relational, including a
socio-technical network (and all sorts of normative preconditions for and
implications for trust), as well as material conditions.

Therefore, if trust is a condition of possibility of the human being, it
pervades every relationship that the individual lives, including that with
technology. Since technical artefacts are not human, but the artificial
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extension of the subject’s creative intentionality, it is more appropriate
to speak of trustworthiness, according to category b of Fabris (2020). A
technical artefact, in fact, is reliable because its credibility can be traced
back to the act of the programmer(s) and developer(s) — this simple
example evokes the idea of trust as a network, to be further discussed
in section 5.

Just as “human” trust is not simply or solely addressed to a person, but
is reciprocal and relational, the same applies to “technological trustwor-
thiness”. Our argument is to show that “technological trustworthiness”
can be used to denote an analogical extension of interpersonal trust: we
do not simply or solely trust an artefact (or its results), but we trust the
process that leads to those results (Russo, Schliesser, Wagemans 2022)
and the designer who organised the process. This shift in focus from the
output to the process and the designer has important implications.

Firstly, if we trust the “output” of an algorithmic procedure, we are
implicitly saying that we trust the process that brought it about. In this
sense, trustworthiness in a techno-scientific context is not blind faith.
Thus, it would be more accurate to speak of reliability (category ¢ of
Fabris 2020), rather than trust, because what we really trust are aspects
of the modelling and implementation process. Secondly, although it has
become common in everyday scientific and philosophical language to at-
tribute certain properties and actions to artefacts or models, these are
convenient shortcuts, but they obscure the fundamental role that humans
continue to play in the whole process (Russo 2022). In other words, ma-
chine reliability is also an analogue outcome of interpersonal trust, e.g.
that the developers or programmers have done the job correctly and that
the machine is therefore reliable. It should then be pointed out that, from
an anthropological perspective, it is not so inappropriate to speak of
trustworthiness in machines as an analogical extension of trust, although
from other perspectives (such as the legal one, for example) this does not
make sense, as discussed in section 3.

5. Trust as a Network Dimension of the Human Person and its
Openness to Technology

Having clarified that trust is a structural dimension of human beings
in their intrinsic relation in the last section, we will now try to understand
how to analogically extend trust to the relationship between humans and
Al The dimension of trust, extending to technological artefacts, takes
the form of trustworthiness (O’Neill 2020). Starting from an anthropo-
logical point of view, trustworthiness can be understood as an extension
of trust by means of the category of analogy. This discourse, valid from



44 Filosofia morale / Moral Philosophy

an anthropological and ethical point of view, but more complicated from
a purely legal perspective, is nonetheless useful for further clarification of
the relationship between designer, device and user.

It is therefore necessary to distinguish trust as an interpersonal expe-
rience from technological trustworthiness, as an experience relating to
the relationship between humans and technologies. Indeed, as a form of
openness to otherness, trust can extend to machines, which are, in fact, a
human production and, as such, an expression of personal creative free-
dom. Therefore, when we say we trust a technical artefact, we trust the
people who designed it; in turn designers are also part of a network that
includes developers, producers, regulators, etc. In this sense, Al systems
are trustworthy if they keep alive the relationship of trust between the
person who uses them and the programmer who designed them. Tech-
nological reliability then stems from the disposition of trust to extend to
otherness by always referring to an interpersonal human experience.

As anticipated, the theme “trustworthy technology” is not new and
it has been problematized in the literature before the advent of Al (see,
e.g., Nickel 2010). It should be emphasised that trustworthiness is closely
linked to the issue of credibility. A system may appear credible because
it produces convincing texts or images, but still be unreliable if the in-
formation it generates is inaccurate or unverifiable. Credibility, therefore,
must be based on interpersonal trust and verifiability. The fiduciary ex-
pectation may concern characteristics of the trust recipient that affect
their behaviour, role, personality or entire identity. A summary list may
include: ability, intelligence, courage, discretion, sensitivity, responsible
behaviour with respect to a mandate, authority, consistency, generosity,
honesty, adherence to certain values and moral principles, friendship and
love. Credibility, likewise, can be understood as a challenge to identity:
to be credible and, therefore, worthy of trust, the subject repository of
trust places in a position of continuous analysis that leads them to be
responsive to the idealised image that is made of them and, therefore, to
be better. By way of example, one can think of the educational institution
which, in order to respond to the image presented publicly, undertakes
to improve its organisational reality. It can be inferred that the relation-
ship of trust is not something external to the identity of the social agents
involved but the relationship concretely plays out and constructs their
identity. Can a technological artefact and an artificial intelligence device
be credible and, therefore, reliable?

Returning to the topic of anthropomorphism, one of the greatest dif-
ficulties in assessing Al and analysing its ethical impact is the tendency
of people to anthropomorphise it. Moreover, this becomes particularly
problematic when we attribute human zoral characteristics to it. The
media offer us images of humanoid machines with extraordinary capa-
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bilities daily. Movies, novels, and TV series depict sentient robots, so it is
almost natural for us to associate, categorise and define these machines
in human terms. In addition, while we associate human activities and
abilities with machines, an important problem arises when this “anthro-
pomorphisation” is linked to human moral activities, such as trust. To
propose that Al should be regarded as reliable is a very serious statement.
One must consider the fact that the Al, not possessing emotional states
and thus not being able to be responsible for its actions (a requirement
inherent in both the affective and normative value of trust), cannot be
considered reliable on such a basis; yet it can be assessed for its reliability.
While Al fulfils the requirements of the relational meaning of trust, we
show that this is not a type of existential trust (category a) but is instead
a form of reliability (category c). Ultimately, even sophisticated machines
such as Al should not be considered trustworthy in themselves, as this
undermines the value of interpersonal trust. This anthropomorphisation
of Al (affective value of trust), we argue, shifts responsibility away from
those who develop and use it (normative value of trust). Tech companies
(especially BigTech) work under the assumption that Al is something we
can, and should, trust. However, as we have been arguing through this
section, we cannot place trust in the technical artefact alone. All actors
and processes that are part of the socio-technical system (including Al
technology itself) participate in the process of deeming an Al trustwor-
thy. This network perspective is essential because, as noticed above, we
never trust simply or solely an artefact or its output, but trust emerges
from a network of relations. Bisconti ef al. (2024) explain that nowadays,
with artificial agents gaining the foreground of sociality and communica-
tion abilities, we need to rethink the concept of socio-technical systems as
synthetic, precisely to signal that many relations take place across human
and artificial agents. Reliability is normally attributed to machines but, as
mentioned above, it should also refer to those who design them.
Engineers and computer scientists may claim that Al is reliable because
the process is reliable. This reliability concerns some technical specifica-
tions of the artefact, for instance pertaining to its material characteristics
but also pertaining to the design and development process that leads to
it. Such processes do not happen in a vacuum, but are instead consti-
tuted by human and institutional decisions and actions. This may seem
obvious, but there has been an enduring discourse in the sciences as well
as philosophy of science that has neglected the role of human agents in
aspects such as “reliability”. Thus, we routinely talk about a model being
reliable, neglecting that the reliability of a model in large part depends on
how human agents have designed and developed the model. While this
way of talking about scientific outputs (models, explanations, theories) is
parsimonious, it has had the side effect of obfuscating responsibilities of
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humans in techno-scientific processes. Making human actors more visible
in these processes also serves to show that reliability are not “absolute”
properties, and instead very much depend on who is using the machine,
for what purpose, and under what conditions. So too are the designers
and organisations that develop, support and disseminate it.

The definition of the ontic trust from a meta-ethical perspective can be
a significant horizon of reference to resolve the moral, legal and political
issues that arise from the thickening of the multiple and varied relation-
ships in the network or, as Luciano Floridi (2017) writes, in the info-
sphere. Directly applying trust to technology risks overshadowing the
anthropological characterisation of the trust form of relying on others/
others as a good to be promoted, protected and valued, and implicitly
promotes a blind faith in technical artefacts, obscuring the important
responsibilities that humans still have. Since an ethical perspective un-
folds through the entire span of human life, the anthropological structure
of trust highlights the central role of responsibility of human beings in
the course of their actions. A character that allows a shift of attention
from the simple concentration on the deontological, moral and juridical
dimensions of acting, to the valorisation and promotion of the care that
the subject, natural and/or artificial, entertains with information, which
entails understanding how information, precisely because it is not pro-
duced exclusively by the natural agent subject, implies the reliability. Yet,
even if such a meta-ethical perspective is adopted, the legal question of
who holds responsibility and accountability for the outputs of Al systems
or their potential mis-use is not automatically solved.

This means considering the (human or artificial) subject that produces
information as an ordered set of events or states of the world, and shaped
by the informational relationships that constitute information societies.
The interactions between agents, human and/or artificial, cannot take place
within the horizon of normativity alone; such interactions, in turn, gener-
ate reliable information through the network of relations which forms of
trust (a-c identified in section 1) take. Informational agents, human and
artificial, are both producers and interlocutors of it, directly or mediate,
they are involved in the trust in them and in the trust in “others” agents,
stabilising plots of relations and interaction for the smooth functioning of
the network according to a trust-logic such as to qualify widen the social
space. This is an important point because, as artificial agents acquire in-
creasingly more agency, autonomy, and also power in processing informa-
tion, we should not forget that this does not put them automatically on
a par with human agents. Arguments have been made that the modes of
information processing, although the outputs may be quite similar, are very
different (Floridi 2017), but our point here is normative: human agents still
hold more responsibility than artificial agents (Russo 2022).
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Therefore, given that it is a two-way relationship, trust is a meta-ethical
concept that takes the normative form of placing constraints on the types
of behaviour that both citizens and scientific experts are legitimised to
enact in their informational interactions. Interpersonal trust, constitut-
ing the foundation of the social bond, as well as its capacity to generate
trustworthiness of the trustee, then analogically extends to technology
within a complex society in which humans and machines are in constant
interaction. This is the only way the concept of trust can be given somze
sense from a legal perspective. It is then a question of understanding trust
as an interpersonal act azd technological reliability as an impersonal and
analogical extension of this act capable of granting credibility to the arte-
fact. As we said earlier, the categories of trust identified by Fabris are not
mutually exclusive, and instead help us understand how, using an argu-
ment from analogy, and in the context of a network of relations, we can
trust (the outputs of) Al systems. We agree here with arguments made in
the debate requiring more presence of human beings in these processes
(see e.g. argument made about trusting self-driving cars), and this holds
too at the level of institutions that are supposed to provide standards and
their enforcements. As much in the sphere of interpersonal trust as in
that of technological reliance, free personal choice comes into play, the
subject’s capacity to live their relationships in view of an ethical end and
their willingness to allow themselves to be transfigured by the transcen-
dent, that is, by what lies beyond them.

6. Conclusion

We have examined the legal, technical, anthropological, and network
dimensions of the debate on trust, humans and AI machines. There is a
rich philosophical debate as to whether Al has the capacity of being a
genuine object of trust, one of the main instances for this stance is based
on the lack of human qualities such as intentionality, if this is missing, we
should be prevented from considering such attributions. The extension
to institutions (like in institutional trust) cannot be adduced as an argu-
ment that would make it possible to automatically extend the notion of
trust to machines; after all, institutions are formed by humans, in a way
that machines are not. Among relevant differences: humans are behind
machines while in institutions, humans are the very essence of them.

Furthermore, these arguments about the meaning of trust are not purely
theoretical. There is a real set of practical reasons to understand trust and
Al We can say that in the public law sphere, efforts should be focusing
on the construction of a robust set of legal principles that could be used
in the field of Al. More attention should be given to citizen awareness and
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data-research on citizen acceptance of Al in Public Institutions. In a sec-
ond phase and depending on how this principle-based framework would
work, we could think of a more rule-based approach. Further, in the private
law sphere, efforts should concentrate on analysing the extent to which the
current responsibility, liability and damage law schemes in the EU and in
the member states work to solve Al models’ issues. New regulation on Al
should focus on the problems posed by Al’s reliability, rather than on how
to enhance trust in Al models. There is awareness within the EU that certain
challenges and concerns accompany Al deployment in general, particularly
regarding safety, security and fundamental rights, and the relevance of this
for our current discussion is that only humans could be accountable for.

Overall, by providing an interdisciplinary deep-dive on the subject of
Al and trust, we hope to provide a more nuanced view on the matter. The
outcome of this research has shown how it is possible to establish a trans-
versal and fruitful dialogue between different points of view in order to
offer a useful roadmap for reflection for our time. The theme of trust in
Al in fact, lends itself to an interdisciplinary analysis involving differ-
ent spheres of humanities and social science research: only starting from
the encounter and epistemological dialogue between knowledge can we
inhabit and interpret the phenomenon of trust in Al within the era of
change in which we live.
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